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Kurzfassung

Durch die rasante Entwicklung von Künstlicher Intelligenz (KI) erweitert sich deren
Anwendungsgebiet nahezu täglich. Eine der vielen Gebiete, in welchem KI ein besonderes
Potential birgt, ist deren Einsatz im medizinischen Sektor. Aufgrund der weiten Verfüg-
barkeit von Rechenleistung können, auf neuronalen Netzen basierende Algorithmen, weit
mehr Daten generieren als noch vor einer Dekade.
Traditionelle Bildverarbeitungsalgorithmen stützen sich oftmals auf klassische Computer
Vision (CV)-Algorithmen wie Kantendetektion, um Strukturen in Pixeldaten zu erkennen.
Während diese Methodik in der Vergangenheit respektable Ergebnisse erzielte, werden
wir sehen, das KI die Präzision derartiger Analysen signifikant erhöht.
Den Fokus dieser Arbeit stellt die Generierung von Daten auf Basis eines Röntgenbil-
des des Kniegelenks dar. Die von ImageBiopsy Lab (IB Lab) entwickelten Methoden
benutzten vielfach CV-basierte Algorithmen um Arthrose in Kniegelenken zu erkennen.
Obwohl dies bisher gute Resultate erzielte, wird diese Arbeit zeigen, dass der Einsatz
von neuronalen Netzwerken nicht nur die Tre�sicherheit erhöht, sondern auch weitere
Informationen, wie etwa die Lateralität des zu befundenden Knies, feststellen kann.

Das Bestreben dieses Projekts war es, die Geschwindigkeit und Präzision der Arthrosefin-
dung in Kniegelenken zu erhöhen und die Verfügbarkeit durch Implementierung in eine
Web-basierte Lösung zu steigern. Um die Vorteile unserer Methode zu demonstrieren,
befindet sich, zum Zeitpunkt dieses Schreibens, unsere Software im Rollout in einem
niederösterreichischen Krankenhaus.

Aufgrund der oben genannten Weiterentwicklungen setzt sich diese Arbeit zum Ziel,
einen Überblick über die Beschreibung und den Vergleich von Methoden zur Bescha�ung
von Information, auf Basis von Röntgenbildern, zur Analyse der Kniegelenksarthrose zu
bieten.
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Abstract

As artificial intelligence (AI) progresses with seemingly unstoppable speed, its wide field
of applications broadens by the day. One area where AI advancements appear to be
especially promising is their employment in the medical sector. Nowadays, due to the
wider availability of processing power, algorithms based on neuronal networks can be
used to generate far more data in areas where it previously seemed unthinkable.
Traditional image-processing-algorithms often utilize computer vision (CV)-algorithms
such as edge-detection to generate data from pixel input. While this method of gaining
data worked well in the past, AI can help to improve the precision of such an analysis.
The area I focussed on in this thesis is the generation of data from x-ray images of the
knee joint. ImageBiopsy Lab (IB Lab)’s algorithms relied heavily on CV-based analysis
for the diagnosis of osteoarthritis (OA) in the knee. While this yielded good results in
the past, this work will show that the use of deep neuronal networks improves accuracy
in a significant way.
Further, neuronal networks can provide additional information that was a lot harder to
be gained before, such as the laterality of a given image.

The aim of this project was to diagnose OA faster and more precisely than in the
past and to embed it into a web-based solution for broader accessibility. To showcase the
benefits of the described method, at the time of writing, our software is in the stage of
being rolled out in a hospital in Lower Austria.

Because of the advancements mentioned above, this work will focus on the descrip-
tion and comparison of gaining information from x-ray images for a meaningful and
e�cient diagnosis of OA in the knee.
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CHAPTER 1
Introduction

1.1 Definitions

In order to better understand the goal of our project, we provide the following definitions
related to the core of our software.

Osteoarthritis (OA): OA is the most common joint disorder worldwide and is found
in the majority of patients that are older than 65 years of age. OA is rated as the
number three most common reason for reduction of quality of life that is disease-related
[GG][WP03].

Generally speaking, OA is the degradation of a joint caused by mechanical and genetic
factors. Its symptoms include typical signs of inflammation like pain, sti�ness, and loss
of mobility, which are factors for significant functional impairments of an OA-a�icted
knee joint [GG][Neo12].

Kellgren-Lawrence-Score (KL-Score): The KL-Score, is a way of measuring the
severity of OA. With 0 being the lowest and 4 being the highest grade, this score represents
the sum of four sub-scores, that evaluate the following parameters:

• Joint Space Width (JSW): The distance between the femoral and tibial bone of a
knee joint.

• Osteophyte formation: An osteophyte is the formation of new bone material,
which in OA usually occurs on the edges of the femur or the tibia. It is thought
that osteophytes are the body’s response to the change in load through, e.g., the
deformation of the joint. Therefore, the presence of osteophytes is considered a
sign of OA [HIK+17].

• Subchondral sclerosis: Sclerosis of a bone is the hardening of bone tissue due to
strain and load, which is why sclerotic bones are another sign of OA [LYG+13].
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1. Introduction

• Deformation: As the name indicates, deformation is simply the structural mis-
alignment of, in this case, femur, tibia, and fibula that build up the knee joint
[WKW14].

1.2 Overview

Since we have seen that the prevalence of OA in society is very high, IB Lab’s aim was to
assist doctors in quickly assessing the disease before symptoms even occur. Therefore, a
stand-alone desktop application, the IB Lab Analyzer, was developed, presenting a novel
approach for knee assessment. As can be seen in Figure 1.1, an x-ray image is loaded,
analyzed and presented in a GUI. The generated overlay shows where the medial and
lateral landmarks were found and calculates the JSW based on the found contour-points.
From this and further analysis, the KL-Score and its sub-scores are calculated.
For its analysis, the IB Lab Analyzer relied heavily on typical CV-algorithms to find said
landmarks and on the use of edge-detection in order to find the outlines of the respective
bones. We will see, that our new approach, utilizing deep neuronal networks (DNNs)
yields significantly better results.

Figure 1.1: Stand-alone IB Lab Analyzer [IBL]

1.3 Problem Statement

The stand-alone application discussed before had its limitations, for example, that it had
to be distributed to customers via local installations and therefore needed great e�ort
to maintain. In order to not only improve our distribution and update infrastructure,
but also to broaden IB Lab’s potential customer base, we came up with the solution of

2



1.4. Contribution

bringing OA-analysis-techniques to the web. To achieve this goal we used a Java-servlet
based solution that could easily be integrated into existing viewers that are used in clinics
today.

1.4 Contribution

Typical assessment of OA is done by evaluating x-ray images by a medical doctor. Since
this procedure can be time consuming and therefore expensive, the aim of our project
was to bring computer-supported OA-analysis to the web. Through this approach, our
aim is to enable a large group of people interested in our solution to assess OA in a faster
and more e�cient manner.
A showcase of our project existed beforehand, utilizing a file-interface between a Java-
Servlet and Python code that communicated with native libraries and wrote its calcula-
tions back into files. As one might expect, this method, because of its many interfaces,
had considerably low response times and hence quite a poor frame-rate, which is why the
aim of this project was to rewrite our so-called Image Analysis Server (IAS) from scratch.
Additionally, our new implementation uses new native libraries that rely on DNNs for
their output. As we will see in the results section, this yielded much better results in
detecting knees, its landmarks, and contour-points.

1.5 Project Structure

The implementation and development of the IAS was done as a project with all steps of
project management in mind. Our project team included my colleague David Bauer and
me as software engineers and Alexander Krumböck as our supervisor. The deployment
was done in cooperation with Armin Kanitsar from Visuapps [VIS], who developed a
certified medical viewer that our customer, the Landeskliniken-Holding [LKN], uses.
At first meetings were arranged where the specifications and requirements for this project
were assessed and agreed upon. Then the engineering team received an introduction
to the mentioned showcase-project, whereupon development started, utilizing SCRUM
as software development framework. Sprints were done on a weekly basis and the
development as a whole was completed in a month. Deployment and testing was then
done in accordance with Mr. Kanitsar and under the continued supervision of Mr.
Krumböck.
My task and contribution to this project was the development and testing of the generation
of data. This ranged, as we will discuss in the following chapters, from interfacing with
native libraries to the calculation of the KL-Score itself. Further, my task was the
implementation of DICOM-decompression, as well as correspondance with Mr. Kanitsar.

3



1. Introduction

1.6 Structure of this Work

In this paper we will further address methodology, technical implementation, evaluation
and results, discussion, conclusion, and the future outlook of our project.

1.7 Disclaimer

Because this thesis was written in cooperation with a company, we are not able to
disclose every inner working to the fullest extend, but will give su�cient examples and
explanations where needed.
All x-ray images used in this paper were gathered from the Multicenter-Osteoarthritis-
Study (MOST) [SNG+13]. The MOST is a long-term study that was conducted from
2003 to 2010 and contains 3026 images of knee joints and their associated diseases.

4



CHAPTER 2
Methodology

In this section we will describe the fundamental methods used in order to develop IAS.
This includes the used technologies, as well as the image-format, interfacing with our
native libraries, and a short background on our machine learning models (ML-models).

2.1 Core Technologies

The selection of core technologies was mostly determined by what was validated at the
time of this project. Because IB Lab went through the process of being certified as a
medical devices maker by ISO 13485 [ISO], most technologies were chosen because those
have already been validated. Therefore the core programming language used is Java 1.8.
Further, the IDE for this Project was Netbeans 8.2.
The deployment-infrastructure was an Ubuntu 16.04 Server, which is why our native
libraries were compiled as shared objects (SOs) with the respective g++-version in mind.

5



2. Methodology

2.2 DICOM

Figure 2.1: DICOM file diagram [DCM]

Since medical applications rely heavily on
the standard for medical images, Digital
Imaging and Communications in Medicine
(DICOM), we will give a short introduc-
tion to the format and its properties here.
DICOM is a container format for medical
images and patient information developed
by the DICOM Standard Committee. DI-
COMs therefore contain single or multiple
images in a number of formats, including
widely used ones such as JPEGs or PNGs.
Further, DICOMs contain data objects
that consist of meta-information, which
incorporate a multitude of either clinically
or technically relevant information. This
meta-information contains anything from
patient-specific data, treatment-specific
data, or - especially relevant for integra-
tion into our IAS - image-specific data,
such as compression, photometric inter-
pretation, or the pixel-size of an image.
For accessing the DICOM infrastruc-
ture within Java, the open-source library
dcm4che 3.3.7 was used.

6



2.3. Native Libraries

2.3 Native Libraries

Native libraries are code libraries that can be called from within languages such as Java
and are written in another language such as C or C++. It is shown that native code is
generally faster than Java code, since native code does not need the Java Virtual Machine
(JVM) to operate [Hun11]. Apart from performance, the interchangeability of native
libraries played a major part in considering them as a code basis for IB Lab’s solutions.
This ensures, that if there were changes in one of the calculations itself, only a single
module would need to be exchanged on all software solutions, making maintenance much
easier.

2.4 Native Library Interface

Because of the requirement to use native libraries, one obstacle was to interface them
correctly in our IAS, which we will discuss in this section. Java itself provides a
programming framework called Java Native Interface (JNI) that enables calling methods
written in native code from within a Java-application (Figure 2.2).

Figure 2.2: Role of JNI [Lia11]

One of the challenges JNI presents is that JNI requires native libraries to be compiled
in a special way, which means that methods would have to be re-written in order to
be accessible from Java code. Since one of the aims of our native library interface was
its easy interchangeability and the possibility to use it in di�erent software products,
re-writing the C++ code in order to work with Java did not present itself as a viable
solution.
Therefore, IAS utilizes Java Native Access (JNA), which is a library under the Apache
Software License, that allows for implementing native libraries without writing additional
native code, thereby enabling easier access to the functionality of our native libraries.
While this approach provides better accessibility, one has to bear in mind that JNA has

7



2. Methodology

more per-call overhead, which decreases performance [GRS+13]. Still, as we will see in
the results chapter, utilizing JNA for native library method-calls yielded performant
results, even when data is represented in a GUI with user interaction.

2.5 Machine Learning Background

IB Lab utilizes a number of di�erent ML-models for its OA-analysis. Currently in our
IAS, models for the following purposes are used:

• Knee-Detection

• Landmark-Placement

• Contour-Point-Placement

At this date, further ML-models are under active development and incorporated in other
products. We will discuss those that are close to deployment in Chapter 6 (Future
Expansions).

8



CHAPTER 3
Implementation

This section contains relevant information about the implementation process. Code
snippets will be shown where necessary and the technical approach will be discussed.

3.1 Overview

For our first deployment environment in a clinic in Lower Austria, a website that is
connected to a PACS-system is used as the entry point to IAS. From there, a web-viewer
is loaded, containing our analysis-functionality. As can be seen in Figure 3.1, our software
automatically finds the knee joint, predicts where the medial and lateral landmarks are,
and displays an overlay with the relevant JSW- and Joint Space Area (JSA)-calculation-
mask. All calculated points can be moved, if any correction should be needed, which
triggers a live re-calculation of all points. Additionally, as can be seen in Figure 3.2, the
KL-Subscores, as well as the KL-Score itself are displayed for the analyzed image. As
the values are suggestions based on algorithms, the user is still able to overrule every
score by manually clicking on the respective number.
Since the main focus of my work was the generation of data from a given x-ray image,
the next section will not focus primarily on the visualization in a GUI, but more on the
generation of the underlying data itself.

9



3. Implementation

Figure 3.1: Analyzed joint with mask-overlay Figure 3.2: KL-Score

3.2 Communication with Shared Objects

As discussed in Chapter 2, JNA was used to interface with SOs. In order to call our
native methods, we created an interface that contains a static instance for each loaded
SO. Method stubs are added to the interface, which represent the functions found within
the native library. JNA detects these stubs and injects callable native code upon runtime.
From there, all native methods can be accessed via native types. Types like ints,
floats, or booleans can be used as native Java-types, but for reference types, such as
Arrays, JNA provides Pointers. An example of such an interface is provided below
(Listing 3.1).

public interface ExampleNativeInterface extends Library {

public static final ExampleNativeInterface INSTANCE = (

ExampleNativeInterface) Native.loadLibrary("example.so",

ExampleNativeInterface.class);

public Pointer calculate(Pointer p, int i);

}

Listing 3.1: Example interfacing of a native library

10



3.3. DICOMConverter

Because the creation of Pointers is oftentimes essential when working with native code,
we will demonstrate the usage of an example JNA-Pointer with the calculate-method
created above, in Listing 3.2 below. As we can see from both snippets, calculate also
returns a Pointer. In order to correctly interpret this Pointer, the used native-type
has to be known, which is why the in- and out-types of all methods need to be agreed
upon beforehand. For demonstration purposes, we will assume that in this case the
returned Pointer points to an Array that holds float-values. The equivalent Java-
type would be a float[]. So in order to read the contents of our JNA-Pointer, JNA
provides methods for all Java-types that can be mapped to this Pointer. In this case,
we therefore use the getFloatArray-method, that, since we work with Pointers,
needs an o�set and the size of the returned array as parameters. Thus, the actual size of
the retruned Array is another important convention to be made, since invalid lengths
could lead to crashes due to invalid memory accesses.

Pointer example_pointer = ExampleNativeInterface.INSTANCE.

calculate(p, 1);

Pointer return_pointer = example_pointer.getPointer;

int offset = 0;

int arraySize = 10;

Float[] result = return_pointer.getFloatArray(offset, arraySize

);

Listing 3.2: Example usage of a JNA-Pointer

3.3 DICOMConverter

In order to use the raw pixel-data that a DICOM-image holds, oftentimes a few alterations
need to made to further use the image.

3.3.1 Photometric Interpretation

The photometric interpretation of a DICOM states the intended interpretation of each
pixel in an image [PHO].

MONOCHROME1 and MONOCHROME2

MONOCHROME1 and MONOCHROME2 both are photometric interpretations repre-
senting pixel-data as a single monochrome plane. The di�erence being, that the lowest
sample value in MONOCHROME1 is displayed as white, whereas it would represent
black in MONOCHROME2.
Since this interpretation is essential for further calculations based on the pixel-data, all

11



3. Implementation

MONOCHROME1 images need to be converted. This conversion is done by a very simple
algorithm, as seen in Algorithm 3.1. In a foreach-loop every int-value is NOTted in
order to reverse the pixel interpretation.

Algorithm 3.1: Monochrome conversion
1 foreach pixel p in the image do
2 int[] return = ~p.getInts(Tag.PixelData);
3 end

3.3.2 Transfer Syntax

The transfer syntax of a DICOM holds information on the encoding of the incorporated
pixel-data. Since some of those transfer syntaxes indicate compressed image formats,
they need to be decompressed before further usage.
Decompression in dcm4che 3 is fairly straightforward, since the library provides a decom-
pressor, taking in a dataset and the respective transfer-syntax-uid (TSUID) (Listing 3.3).
A complete list of every TSUID is also available online [TSU].
Since medical data needs to be as accurate as possible and any potential lossy compres-
sion could lead to the misinterpretation of important information, mostly uncompressed
formats are used.

//InputStream is provided upon initialization of our IAS
BufferedInputStream bIn = new BufferedInputStream(is);

DicomInputStream dIn = new DicomInputStream(bIn);

dIn.setIncludeBulkData(DicomInputStream.IncludeBulkData.URI);

dicom_dataset = dIn.readDataset(-1, -1);

Object pixeldata = dicom_dataset.getValue(Tag.PixelData);

if (pixeldata != null) {

if (pixeldata instanceof Fragments) {

Decompressor.decompress(dataset, metadata.

getString(Tag.TransferSyntaxUID));

}

Listing 3.3: Decompression in dcm4chee 3

12



3.4. DICOMKneeAnalyzer

3.4 DICOMKneeAnalyzer

The DICOMKneeAnalyzer is the class used to gather all relevant information for later
calculation of the KL-Score and therefore handles all native library interaction.
Hence, after the potential conversion of our pixel-data via the DICOMConverter, all
necessary calculations from each native library are invoked. Those calculations include
the following:

• Medial and Lateral Landmarks

• Contour-points

• JSA

• JSW

To give a better understanding of what those computations actually repesent, Figure 3.3
and Figure 3.4 give a visual overview of the necessary parameters used for the calculation
of the KL-Score.

(a) Landmarks (b) Contour-points

Figure 3.3: Focus points of a knee joint

13



3. Implementation

(a) Joint Space Width (b) Joint Space Area

Figure 3.4: Knee joint space assessments

For the calculation of the KL-Subscores that form the actual KL-Score, all calculations are
done by invoking native library methods. Since the native libraries used are not thread-
safe, all computations are done in synchronized-blocks and are therefore executed in
an atomic fashion. This ensures that multiple sessions cannot influence each other when
calculating at the same time.

3.4.1 Retrieving Medial and Lateral Landmarks

Landmarks, also known as knee focus points represent the outermost medial and lateral
points of a knee joint (Figure 3.3a). Since all further visualizations and calculations
depend on these points, their calculation is crucial to the assessment as a whole.
For their placement, our native library utilizes a DNN and therefore needs the width, the
height, the pixel-spacing, and the image itself as parameters. If landmarks were found,
the pointer to an Array containing x- and y-values of both landmarks is returned. Else,
we calculate default-values that are based on the height and width of the image.

3.4.2 Retrieving Joint Space Focus Points

Joint space focus points (JSFP) are, by IB Lab’s internal definition the lower outline of
the femur, as well as the upper outline of the tibia and are hence called ’contour-points’
(Figure 3.3b). Because the upper outline of the tibia can already be sclerosed, the
native library aims at placing it below the so-called sclerosis-line, in order to calculate
contour-points more precisely. The invoking of the native method is fairly similar to the
one used to detect landmarks before, with the exception, that the returned Array can
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contain any number of points, depending on the ’contour-resolution’. This resolution
gives indication of how many focus points are to be calculated. This value is a balance
between the precision of the contouring and performance, which is why we currently
calculate 16 points altogether.

3.4.3 Calculation of the Joint Space Width

The joint space is the area between the lower femur and the upper tibial bone. The
Joint Space Width (JSW) therefore represents the distance between the JSFPs that were
calculated (Figure 3.4a). Lower values are interpreted as bad concerning the overall
state of a knee joint. Thus, if the distance (or width) decreases over time, less articular
cartilage is present to absorb mechanical strain, which generally speaking, leads to pain
and the formation of osteophytes. Further, if left untreated, the articular cartilage can
degenerate completely, leading to a bone-on-bone contact, which can cause the complete
functional impairment of a knee joint. For its calculation, our native method is measuring
the distance between the upper and lower JSFPs with their respective pixel-spacing.

3.4.4 Calculation of the Joint Space Area

The Joint Space Area (JSA) is the area that is enclosed by the JSW-box in mm2

(Figure 3.4b). If comparing both medial and lateral compartments, assertions on the
deformation of a knee can be made. Therefore, our native library returns the area defined
by the given contour-points, enabling later calculation of a joint’s deformation.

3.5 Kellgren-Lawrence-Score and Report

3.5.1 KL-Score

To visualize the calculated KL-Score and for users to make potential alterations, we
implemented a stand-alone servlet that communicates with our main servlet and calculates
the score itself, as well as its subscores (Figure 3.2). Because our software currently
is not an o�cial diagnostic-tool, it may only make suggestions, which a physician can
overrule. By clicking on the respective score a check-box is marked, symbolizing that the
user overruled our suggestion. Further, by clicking on the ’Download Report’-Button,
a comprehensive overview of our analysis is created, which we will detail in the next
subsection.

3.5.2 Report

Our report gives a summarized overview of the state of a knee joint, thus o�ering patients
a comprehensible look on the state of OA in their knee. In Figure 3.5 we can see an
example report for a knee with a KL-Score of 2, meaning that according to the original
paper published by Kellgren and Lawrence the degree of OA is considered minimal [KL57].
The subscores for sclerosis, JSW, deformation, and osteophytes can be seen on the left
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side next to the main KL-Score. The boxes containing the values of each subscore are
only colored, if the user confirmed them by clicking on the score in our web-interface.
Below the actual values of the measured distances between femur and tibia are shown in
mm. Further, the JSA is displayed numerically and on the right side a graph showing
the relation between medial and lateral compartments can be found.
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Figure 3.5: Example report
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CHAPTER 4
Evaluation

In this chapter we will discuss the performance and accuracy of our machine learning
(ML)-based native libraries and those that used CV-algorithms. Further, we will provide
a general comparison of all of our current solutions.

4.1 Performance

In their paper Grimmer et al. [GRS+13] show that JNA o�ers severely less performant
native method calling when compared to native mapping via JNI. Since Java’s JNI
utilizes direct mapping as seen in Python’s native interface, the conclusion can be drawn
that native calls via JNA are less performant than those from within Python, hence
slowing down all calculations in each native method.

4.2 Accuracy

As we will see, utilizing DNNs for detecting the knee joint and finding both the medial and
the lateral landmark yields significantly better results when compared to the traditional
method of using CV-algorithms.

4.2.1 Setup

Since the hardware is irrelevant to the precision of our measurements, we will discuss
the software used to gather the data for our statistical evaluation. For testing the
ML-approach and the legacy CV-based method, we used the respective latest versions of
both native libraries.
A set of 29 di�erent DICOM images was used as our test sample. Those images were
gathered through the MOST-study, a research study conducted by the US-American
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National Institute of Health [SNG+13].
Each image was sent to the server via Postman, a free tool for sending and receiving
network requests [POS]. We initialized a new session, thereby sending the image as a
DICOM-stream, and obtained the calculated SVG via the getSVG-command.
Thereafter we extracted each landmark’s x- and y-coordinates for every analyzed knee
and measured the distance between the resulting points from our native library and
compared them to where they were placed in our ground truth.
We generally found that the ML-model o�ered landmarks that were significantly closer to
our ground truth than the CV-algorithms, as illustrated in the example below (Figure 4.1).

Figure 4.1: Graphical comparison of ML-, CV-data and the ground truth

We can discern from the Figure 4.1 that the placing of landmarks has severe consequences
on the respective contour-points and therefore alters both the JSW and the JSA.
The di�erence in precision is due to the fact that the ML-model detects structural
alterations such as osteophytes (marked with the blue shape) and therefore places the
landmarks accordingly.
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To give a visual representation of the deviation of both ML- and CV-algorithms from our
ground truth, in Figure 4.2 we provide a histogram showing where most deviation-values
of all 29 sample images can be found. Since our sample had resolutions ranging from 1564
x 1248 to 1806 x 3527, we used the absolute distance in millimeters for this measurement.
A greater deviation indicates that the landmarks were placed with a bigger o�set to our
ground truth assessment.

Combined medial and lateral deviation

Deviation from ground truth in millimeters (n = 29)
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Figure 4.2: Histogram of the deviation from ground truth of both ML- and CV-data

As we can discern from this evaluation, coordinates gathered from ML-algorithms deviate
around 1 mm from ground truth, whereas those calculated by CV-algorithms spread
rather equally and can deviate up to 11 mm. This illustrates, as discussed in Chapter 5,
that ML-models generate data that is far more precise than legacy solutions.
To test the significance (we assume 5 % as significant), we ran a T-test. The results of
the test can be seen in Table 4.1 below. The ML-analysis is significantly more accurate
than its CV-counterpart.

Mean Deviation from p-value
Ground Truth in mm

ML-Data 2.34 0.0001954CV-Data 4.74

Table 4.1: Mean deviation and p-value from ML-, and CV-data
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4.3 General Comparison of our Solutions

As later explained in Chapter 6 under Future Expansions, one of our goals, in order to
gain complete platform-independence, is running IAS inside a Docker-container [DOC].
Thus, we will compare our IAS-solution to our legacy stand-alone desktop client, the IB
Lab Analyzer and to our Docker-container-solution in Table 4.2.

IB Lab IAS IAS
Analyzer (Application Server) (Docker)

OS (Client) Windows 7, 10 any any
OS (Server) - UNIX-based Systems any
Deployment local installation local viewer integration web-access
Maintenance local updates exchanging .war-file pushing Docker-image

Decompression yes yes yes
Printable Reports yes yes yes
Overlay in GUI yes yes no

Points modifiable yes yes no

Table 4.2: Comparison of all current solutions
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CHAPTER 5
Discussion

We could see that the modular design of our solution is beneficial for later maintainability.
While calculating scores in native libraries was slower due interfacing with them using
JNA, the ability to exchange them later, if upgrades are to be done, makes up for the
loss in performance.
Further, as discussed below, performance increased in a significant way, when compared
to our legacy CV-approach. Since faster assessments go along with faster diagnosis, a
doctor can focus on more patients in less time, thereby maximizing contact with each
individual patient while at the same time minimizing costs.
It also seems clear, that an online solution is favorable for deploying our software, since
the IAS can easily be distributed to any medical facility that utilizes a viewer. This
further increases maintainability, because potential updates can be deployed easily over
the web. Also, as we will see in the conclusion of this thesis, the modular design further
increases later expandability in order to, for example, support di�erent file formats,
input-streams, or calculation modules.

5.1 Performance

As we could infer from our evaluation in Chapter 4, our current version of IAS was slower
generating data from native libraries. Still, as can be seen in the work of my colleague
David Bauer [Bau18], whose aim was to generate the overlay for visualizing our data
in a user interface, response times and therefore frame-rates were greatly improved. As
mentioned in the introduction (Chapter 1), the early showcase of our project utilized
files for interfacing Java, Python, and native code, which severely degraded performance.
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5.2 Accuracy

On the other hand, we saw that the precision of landmark-detection significantly increased,
when utilizing DNNs. Therefore, the JSW, JSA and hence the respective subscores are
calculated based on more accurate data, leading to a generally more reliable calculation
of the KL-Score.
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CHAPTER 6
Conclusion

6.1 Summary

In this thesis we have seen the relevance of OA and its assessment via the KL-Score.
We have discussed how our IAS contributes to making OA-analysis more accessible and
easier deployable. We investigated the benefits and challenges of using native code for
our calculations and described our way of interfacing with those methods. By showing
our implementation, we saw how we communicate with SOs, our way of interpreting
pixel-data and the way we calculate the KL-Score. We evaluated our method and could
see that our approach, while being slower at calculating data, yielded much improved
accuracy when compared to traditional CV-algorithms.
To conclude this thesis we will give an outlook of what the future holds for our project.
We will discuss both future technologies, as well as potential deployment infrastructures.

6.2 Future Expansions

We have seen IAS in its current working state. Since the reception of our software was
overwhelmingly positive, there are already a lot of ideas for future editions.

6.2.1 Version 2

The future goal of IB Lab is not only to o�er knee-analyzation capabilities. There is
already research being done in di�erent areas utilizing DNNs. Hence, the next big version
of IAS currently exists in the form of design documents. To incorporate di�erent models
for all kinds of image analysis, our aim is to engineer software that is more modular
and dynamic. For example, our application should return masks and calculations for
images, regardless of the calculations being done in native libraries. A whole range of
functionality could be added in the form of native code, without alterations to the server

25



6. Conclusion

itself.
Currently, there are new ML-based native libraries in testing, that are able to assess
sclerosis, deformation, and osteophytes, which will be added to this revamped version of
IAS.

6.2.2 Docker

The current form of IAS is designed to work under Ubuntu with version 4 of the Linux
Kernel, because our native libraries take advantage of some system-calls that are specific
to the kernel-version. For us to gain complete platform-independence, we are currently
working on running IAS inside a Docker environment. At the point of writing, a working
prototype of our software is already running inside an EnvoyAI machine.

6.2.3 EnvoyAI

EnvoyAI is a platform that o�ers AI capabilities for radiologists [ENV]. They pro-
vide physicians with a gateway to access all kinds of di�erent machines for analyzing
radiographic imagery, thereby enabling a completely di�erent infrastructure for radiodi-
agnostics. Through this approach, radiologists will have software and algorithms for all
sorts of analysis available at their fingertips, without depending on local installations.
While EnvoyAI clearly seems like a platform that could revolutionize medical analysis,
their infrastructure is not only beneficial to the end user: companies like ours are o�ered
a very simple way of distributing their code by uploading the Docker-container to the
web. Thus, updates of our software no longer need to be installed manually for a specific
workstation, but are pushed to all customers with a few clicks.

6.2.4 Ubuntu 15.04 Compatibility

The upgrade of the Linux Kernel from Version 3 to 4 brought changes to the libraries
that our SOs utilize. Because there are servers in clinics that are still running Ubuntu
15.04, a re-compiled version of our native libraries is currently in development.
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